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 Part I: Introduction
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The Internet of Vehicles
Why future cars will be connected

• 30 years ago, the main edge-
devices were normal computers


• Now, almost everything is being 
connected, including cars


• Cars will communicate with each 
other, transmission towers, and 
the cloud, forming the Internet 
of Vehicles (IoV) IoV Applications

Safety

Non-safety

• Collision avoidance

• Accident report

• Early warning

• Gaming

• Content streaming

• Smart parking

• Routing

• Traffic prediction2/14



The Problem of Task Offloading
Offloading at Different Layers

• So, future cars will need to do a lot of 
processing, but they can benefit from 
offloading


• Task offloading: sending a task to 
another layer for processing


• Edge: the individual vehicles


• Fog: the communication 
infrastructure


• Cloud: the powerful servers at 
the network core


• Optimization problem: where to 
offload task?
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Reinforcement Learning
The new paradigm of algorithm design 

• Old method: humans explicitly think, 
implement and redesign algorithms 


• New method: just specify the problem 
and let a computer discover near-
optimal algorithms 


• Reinforcement Learning (RL): subset 
of ML instructing agents on problem-
solving through repeated trial and error


• Markov Decision Process (MDP): 
mathematical framework of RL
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 Part II: Problem Formulation
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Problem Formulation
Vehicle model

• Vehicles are either moving or parked


• Vehicles are characterized by:


• (X, Y) coordinates


• Velocity


• CPU processing power (based 
on real hardware)


• Vehicles move randomly in a grid-
planned city (common in the USA)
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Problem Formulation (Cont.)
Task model

• Tasks: a well-defined set of 
operations which a vehicle creates


• Tasks are characterized by:


• Instruction count (MI)


• Size (Mb)


• Tasks are based on SPEC CPU 
Dataset, consisting of 18 tasks 
with varying computational 
complexities
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Problem Formulation (Cont.)
Communication model
• The total delay experienced by a task is the sum of the following:
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MDP Specification

• State space: 


• Action space:


• Reward function

Task size
Task instruction count CPU power of vehicles

Relative distance to vehicles

Trans. & proc. queue lengths

Negative of the sum of all task delays
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 Part III: Results
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Simulation Scenarios

• Three different scenarios considered:


• Scenario 1: 5 moving vehicles & 2 parked vehicles


• Scenario 2: 10 moving vehicles & 4 parked vehicles


• Scenario 3: 20 moving vehicles & 8 parked vehicles


• Four algorithms compared:


• Deep RL (PPO)


• Random


• Greedy


• Cloud-only
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Simulation Animation



Results 
Average task delay & queue length
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Code Repository 
Open-source, reproducible research

Github repository link:


github.com/Procedurally-
Generated-Human/VFC-

Offloading-RL

Current stats:

11 stars

2 forks
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The End 
Thank You



Extra Slide #1
Delay model



Extra Slide #2
Transmission queue length

Traffic Intensity = (aL)/R


For cloud only: (3×20)×30/1000 = 1.8 > 1
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Extra Slide #3
Delay & Communication model
• The total delay experienced by a task is the sum of the following:
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Extra Slide #4
VFC Motivation

• Estimated 1.5 billion cars globally


• This number is projected to reach 2 billion by 2040


• Assume an average of 10 GFlops per vehicle


• 1.5 billion cars * 10GFlops = 1500 Peta Flops


• The most powerful supercomputer system of 2024 has 1195 Peta Flops


•


